
We perform case study over the dataset Facebook-Twitter.

a) Distribution of multi-view attention (views are 
generated by K-hop random walk). We can see that 
different layers show different preferences on structural 
views. 

b) Distribution of the learned anchor link attention, which 
we can see is usually positively related with the Jaccard
Sim. of the neighborhoods of the two anchored nodes.

Network alignment on 3 multiplex networks: Facebook-Twitter (social), 
Douban-Weibo (social), and SacchCere (biological).
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Problem Formulation
Network alignment in multiplex network:
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Experimental Results
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Challenge 1 (intra-layer learning): Edges are missing to different extent on the layers. For example, some 
are dense (rich of structural information) while some are sparse (in a lack of structural information).
• Solution 1: We generate multiple structural views for each layer and adopt layer-view-specific attention 

to select the best views for each layer.
Challenge 2 (inter-layer learning): The known alignment anchor links between layers can be misleading 
since the behaviors of nodes on different layers are not always consistent. Treating the inter-layer anchor 
links equally is not reasonable. 
• Solution 2: We use an attention tensor to measure the agreement value of anchor links. Hence, 

informative anchor links  are emphasized and the misleading ones are de-emphasized.
Intra/inter-layer learning will promote each other. For example, determining whether an anchor link 
behaves in agreement/disagreement would be easier with layers’ views selected properly. And intra-layer 
learning will also be weakly supervised by the properly learned attention over anchor links. 

Method
The pipeline of the proposed framework cM2NE:

Case Study

The intra-view & inter-view contrastive learning
pipeline (the same as above)
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Downstream tasks:
* node classification, 
* network alignment, 
* etc.
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