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Problem Formulation Motivation

Network alignment in multiplex network: . . . .
g P Views Challenge 1 (intra-layer learning): Edges are missing to different extent on the layers. For example, some
baver 1 Facebook — Inter-view (Intra-layer) are dense (rich of structural information) while some are sparse (in a lack of structural information).
Stephen01 Layers By 0’ Select the best view for each * Solution 1: We generate multiple structural views for each layer and adopt layer-view-specific attention
S layer to select the best views for each layer.
Multiplex Layer 2: Lin N:“:,':’;? A 4 ——— provide Challenge 2 (inter-layer learning): The known alignment anchor links between layers can be misleading
Network ﬂ . performace @ﬁm‘zs’iﬁn since the behaviors of nodes on different layers are not always consistent. Treating the inter-layer anchor
= links equally is not reasonable.
. ™ & »’ inter:isyer * Solution 2: We use an attention tensor to measure the agreement value of anchor links. Hence,
Layer 3 Twiter 4 Emphasize the anchor links informative anchor links are emphasized and the misleading ones are de-emphasized.
SN \ whose nodes show consistent Intra/inter-layer learning will promote each other. For example, determining whether an anchor link
<> Contrastive Learning k) |behaviors across layers behaves in agreement/disagreement would be easier with layers’ views selected properly. And intra-layer
Anchor links— _ Edges — (0 Predicted anchor links — learning will also be weakly supervised by the properly learned attention over anchor links.
(undireted)
Method Experimental Results Case Study
The pipeline of the proposed framework ¢cM2NE: Network alignment on 3 multiplex networks: Facebook-Twitter (social), We perform case study over the dataset Facebook-Twitter.
-+ L o Contutivo Loamng] Y(l,l).[“_‘e_r'l’ifvl Gi Downsiream asks ;3 Douban-Weibo (social), and SacchCere (biological). F\qacebook Twiter
! x 7 "r : node Clﬁsslllﬁcatloli, ggcebook-Twitter(lO%) Facebook-Twitter (20%) Facebook-Twitter (30%) Facebook-Twitter (40%) Facebook-Twitter (50%) 0 \ \ : Ei;
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Anchor () G1,3 f() X(1,3) I X . with aI{Chor EEET 15702530 B 13702530 510 570253 T510520253% 15015053 a) Distribution of multi-view attention (views are
finks R ) 1 link agezl;tlon Douban-Weibo (10%) _Douban-Weibo (20%)  Douban-Weibo (30%)  Douban-Weibo (40%)  Douban-Weio (50%) generated by K-hOp random Walk). We can see that
GQ% - The intra-view & inter-view Cont];%tive learning j IO iR X @) hu(:) Z'(Q) & : 1 80 ; different layers show different preferences on structural
pipeline (the same as above) 2 60 ¥/ views.
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The ¢cM?NE framework with multiplex network G = {G“})_; as input and embeddings {X¥} | as 3 o 0 ____ Facebook Twitter
output. For layer G', M multi-view augmentations {GV™}M_, are generated given functions {gm(-)}M_;. % 0 :;i\ x> ]
Then by f(:), nodes in view G*™ are embedded into a low-dimensional space, where the embeddings are o Ts3035 %0 I E 101530253 FTE 101530353 4t 101570353 vt 1015205530 % ™ * § Ko
denoted as X(1™). Then contrastive learning (CL) is performed on three levels: i) Intra-view CL is conducted SacchCore (50%) SacchCore (60%) SacchCore (70%) SacchCere (80%) SacchCore (30%) S|, pr o
directly on X(™) to preserve intra-view information. ii) For inter-view CL on layer G' between the m- £ ot 0 o 30 2 0 20 A . [ _
th view and the others, first {X (1) M, km are aggregated together by inter-view readout function Pu(-) S o 0 0] 2 . Jaccard Similarity  Jaccard Similarity
—_— ’ —_ 910 3
whose results are denoted as X(™) | then inter-view CL is performed after mapping X(1™) and X1 to Y 1o 10 2 b) Distribution of the learned anchor link attention, which
Y™ and YO™ by projection heads hi"(-). iii) For inter-layer CL between G' and G2, embeddings of 5101520 75 30 ST15202530 1510152025 3 5101520 25 30 50152025 3 . o . ’
. . . : . 1) %) Q Q Q Q Q we can see is usually positively related with the Jaccard
multiple views are aggregated by inter-layer readout function P;(-) and we get embedding X1, X(2) then . BTWalk —<— IONE + CrossMNA FINAL —¥— IsoRank —— Ours . .
they are mapped to Z(), Z®) for inter-layer CL. Sim. of the neighborhoods of the two anchored nodes.




